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Abstract.  
 
The primary difficulty in aviation is evaluating the life of aircraft engines (AFs) in order to ensure that people 
on board and precious goods are transported safely from one nation to another. other nations at the port of 
arrival To foresee and anticipate all of these possibilities, we suggest combining AI and Deep Learning with 
a short-term memory (LSTM) neural network to forecast when the aircraft's engine will need to be fixed or 
replaced. The collection is needed of past aircraft history data with 21 sensor readings for each aircraft to 
make these predictions. Aircraft have three alternative settings = s1,s2,s3 so that data may be manipulated 
and the relationship / trend in the data can be discovered, allowing our system to forecast the remaining 
usable life (RUL) of an aircraft engine. 
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1. Introduction 
 

Estimating the remaining usable life is one of the purposes of predictive maintenance. The study of estimating when 

something will break based on its current status is known as remaining usable life (RUL). Figure 1 depicts the degradation 

of a machine over time as an example. The blue dot depicts the current state of a machine, as well as the remaining 

usable life. It's up to the red dot, and the red dot indicates the machine's failure state[1]. 

 

 

Figure 1: Machine deterioration profile [1] 

 
The time interval between the current location and the failure point might be expressed in miles, cycles, days, or 

any other amount, depending on the system. Survival, degradation, and similarity models are three typical methods for 

estimating remaining usable life (RUL). The inputs determine which model to employ, such as whether the data is from 

a healthy condition to a failure state, if the data is solely at the moment of failure, or whether the data contains a safety 

threshold that should not be surpassed. When comparing data from a healthy state to a failed state, a similarity model is 

used. If the data solely contains failure portions, a survival model is used. If the data contains a safety threshold that 

should not be surpassed, a degradation model is used. The real question is how many more flights the engine can handle 

before its components need to be replaced. The survival mode is employed in this model if the data is solely failure 

conditions. It utilises the probability distribution to estimate the remaining usable life (RUL). When safety data is 

provided and the safety threshold is established, the degradation model is applied to the condition indicator, which 

utilises historical data to forecast how the condition indicator will change in the future[2]. This is a method of calculating 

the number of cycles till the condition indicator reaches the threshold, allowing us to estimate the remaining usable life. 

Another method for estimating RUL is to utilise a similarity model, which requires complete data from the health state 

to the failure state and is applied to failure histories from comparable machines. This data includes the whole fleet's 

history[3]. 

 
Figure 1: Degradation and similarity models[2] 
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2. PREDICTION MODEL OF AIRCRAFT ENGINE FAILURE: 
 
For the prediction of aircraft life engine python is used and some of the libraries are required to install before 

starting the program. The libraries to be installed are  

• Pandas  

• Numpy  

• seaborn  

• matplotlib 

• tensorflow api 

• scikit learn 

These are the libraries that should be imported in the workspace and importing the functions from the libraries. 

 

2.1. Recurrent Neural network: 
 

The model utilised in this case was recurrent neural networks, which consists of consecutive layers with two LSTM 

layers and a dense output layer with a single neuron, as shown in the diagram below[4]. 

 

Figure 3: Neural network[5] 

 

 
3. IMPLEMENTATION: 

 
The primary goal of aviation engine failure prediction is to determine whether or not a certain aircraft engine will 

fail within the next 30 cycles. As a result, if an aircraft part fails, it will be replaced. 

 
3.1. TAKING THE DATASET: 

 
The data set used to forecast aeroplane engine failure is as follows: Aircraft Engine Remaining Useful Life (RUL) 

data contains  information about actual cycles remaining  for each engine in test data, and Test and Training data contains 
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engine operating data aircraft  to failure, and the test data contained aircraft engine operating data with no failure events 

recorded[6]. The training and testing data are depicted in Figure 3 below. The data is presented in the form of .csv. With 

the aid of the pandas library, the csv and columns of the dataset are delivered and presented. 

 

 

Figure 4: Train and testing dataset 

 
3.2. PRE-PROCESSING THE DATA: 

 
Features of the data are unit_id has values from 1 to hundred. These values correspond to 100 engines. Number of 

cycles over of engine is given by 'cycles'. The last cycle for a unit_id is where that engine failed. set1, set2, set3 are three 

different setting of engines. s1 to s23 are sensor data of 23 sensors. The data of Remaining useful time is combined with 

the training data with the descending order of the RUL data. 

 

Figure 5: Final Dataset 

 
From the RUL max dataset subtract number of cycles per each record to get RUL. There is no data present in s22 

and s23 column so the data column should be dropped for the cleaning of data. This should be repeated for the testing 

data because testing data also contains null in s22 and s23 columns. By observing or by query the minimum and 

maximum value of the data. 

1. test set engine of id number 1 took minimum number of cycles 31 cycles to fail 

2. test set engine of id number 49 took maximum number of cycles 303 cycles to fail 

3. test set engine of id number 69 took maximum number of cycles 362 cycles to fail 

4. test set engine of id number 39 took minimum number of cycles 128 cycles to fail 

3.2.1. Scaling the data: 
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For scaling the data to passing into the recurrent neural network the values in between 0 to 1 gives more accuracy 

than the normal ones so the values in the data should convert into 0 to 1 using the function called minmaxscaler. This 

is the function in the scikit learn library which is use for pre-processing and the robust functions of the problem. 

 

 
3.3. Build a Recurrent neural network model: 

 
Using the sequential model from the tensorflow models as a starting point. The LSTM layer is inserted as the first 

layer of the sequence, and the activity regularizer is set to L2 with a count of 0.01. The LSTM layer is applied once again 

without the sequences being returned. Dense layer with sigmoid activation function is the last layer. The model's output 

is either 0 or 1, with 0 indicating that the engine will fail before the next 30 cycles and 1 indicating that the engine will 

not fail in the next 30 cycles. 

 

The loss function is Binary cross entropy, and the optimizer is Adam, with a learning rate of 0.004 for constructing 

the model. Recall is one of the model's metrics. The summary of the model is depicted in the diagram below. 

 

Figure 6: Model Summary 

 

4. RESULTS AND DISCUSSIONS: 
 
In the train and test datasets, there are 21 sensors. The trainset's distribution is rather bell-shaped, with 12 engines 

failing after 200 cycles, which is the maximum in the distribution. After 300 cycles, just a few engines failed. 
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Figure 7: Distribution of number of cycles to failure in trainset 

 
In the test set, however, 10 engines failed after 70 cycles. Which value in the distribution is the highest? And just a 

handful engines failed at 300 cycles. 

 

Figure 8: Distribution of number of cycles to failure in test set 

 
The sensor data of 22 sensors of the engine ID 1 is shown in the graph below for viewing of the sensor data 

gathered for the engine. As a result, if the sensor data shows no substantial change in the trend between healthy and 

failure states, they will not contribute to the selection of important features for training a model similarity. As a result, 

data reduction is conducted in the pre-processing stage by choosing just the most trendable sensors and deleting the 

two columns of sensors that do not have any data by combining sensors to calculate condition indicators. The graphs 

below exhibit the sensor output behaviour for the train data with engine id 1 and 99, as seen in figures 8 and 9. 

 



Journal of Airline Operations and Aviation Management Volume 1 Issue 1, ISSN 2949-7698 (http://jaoam.com/) 

 

Figure 2: Sensor graph of engine ID 1 

 

Figure 3: Sensor graph for engine ID 99 

 

For the test set of engines for Engine Id of 100 and with RUL 20 the graph is plotted. For all the time the sensor 

output changes and hence the engine is considered for the testing purpose. 

 

Figure 4: Sensor graph for engine ID 100 
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To train the recurrent neural network model, which consists of two LSTM layers and a Dense layer. The validation 

and training losses are depicted in the figure, and the loss is strictly diminishing as indicated in figure 12, indicating that 

the model works effectively for aircraft engine failure. 

 

Figure 12: Training and validation graph 

 

The test case is run through the model for assessment, and the result produced by testing the model is a recall of 

90.8 percent, since the metrics indicated above is recall, thus the computed number is recall. 

 

 

 

5. CONCLUSION: 
 
The RUL predicted by the LSTM neural network model for the subset exceeds the competition and achieves a 

higher retrieval value, demonstrating that our suggested LSTM neural network-based technique beats the competition 

and achieves a higher retrieval value. This data set closely resembles the real value. The test results show that the 

suggested approach can accurately estimate the RUL of aircraft engines. Furthermore, we may extrapolate that the 

LSTM neural network-based prediction technique outperforms the standard statistical probability regression method 

when dealing with huge amounts of data. It's also been argued that predicting the RUL of a unit with a brief history 

leads to a lot of uncertainty and bad projections. As a result, updating RUL projections is critical for effective planning. 
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